
89 

  

 

 

 

 

 

 

Comparison of Machine Learning and Deep Learning 

Algorithms for Classification of Breast Cancer 

Puji Ayuningtyas1, *, R. Rahmawati2, Akhmad Miftahusalam3 

1Department of Information Engineering, Institut Teknologi Telkom Purwokerto, Indonesia 
2Department of AI Research, PT Bisa Artificial Indonesia, Indonesia 

3Department of AI Hacker, PT Bisa Artificial Indonesia, Indonesia 

Correspondence: E-mail: 20102122@ittelkom-pwt.ac.id 

A B S T R A C T   A R T I C L E   I N F O 

Statistical data from the American Cancer Society which 

shows that breast cancer ranks first with the highest number 

of cases of all types of cases of malignant tumors (cancer) 

worldwide. through a data mining process that is used to 

extract information and data analysis, a classification process 

can be carried out to carry out further analysis of the pattern 

of a data. The dataset used in this study is the Breast Cancer 

Wisconsin (Diagnostic) Dataset obtained from UCI Machine 

Learning. The purpose of this study is to compare five 

algorithms, namely Logistic Regression, K Neighbors 

Classifier (KNN), Decision Tree Classifier, Deep Neural 

Network, Genetic Algorithm. The results showed that deep 

neural network algorithms and multilayer perceptron-

genetic algorithms get 96% accuracy, logistic regression 

algorithms have 96% accuracy, then KNN with 94%, and 

decision tree classifier with 92%. 
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1 INTRODUCTION 

 

Cancer is a disease that occurs due to the uncontrolled growth of abnormal cells. Breast 

cancer is the most common cancer in women [1]. Based on data from GLOBOCAN (Global 

Burden of Cancer), the International Agency for Research on Cancer (IARC) it is known that in 

2018 there were 18.1 million new cases of cancer and 9.6 million deaths from cancer 

worldwide. It is estimated that annual cancer cases will increase from 18.1 million to 22 

million in the next two decades. WHO estimates that by 2030 the incidence of cancer will 

reach 26 million people and 17 million of them will die from cancer [2]. This makes breast 

cancer the most common type of cancer in women after cervical cancer [3]. This is supported 

by statistical data from the American Cancer Society which shows that breast cancer ranks 

first with the highest number of cases of all types of malignant tumors (cancer) worldwide [4]. 

Data mining is defined as the process of extracting or mining the required knowledge from 

large amounts of data. In the process, data mining will extract valuable information by 

analyzing the existence of certain patterns or relationships from large data. Data mining is 

related to other fields of science, such as Database Systems, Data Warehousing, Statistics, 

Machine Learning, Information Retrieval, and High Level Computing. In addition, data mining 

is supported by other sciences such as Neural Networks, Pattern Recognition, Spatial Data 

Analysis, Image Databases, Signal Processing [5]. 

Classification is included in supervised learning because it uses a set of data to be analyzed 

first, then the pattern from the results of the analysis is used to classify the test data. The data 

classification process consists of learning and classification. In learning training data is 

analyzed using a classification algorithm then in classification data testing is used to ensure 

the level of accuracy of the classification rules used. Classification techniques are divided into 

five categories based on differences in mathematical concepts, namely statistical-based, 

distance-based, decision tree-based, neural network-based, and rule-based [6]. 

As a series of processes, data mining has several data processing, one of which is 

classification. Based on research conducted by Pangaribuan, et al regarding a comparison 

between algorithms C.50, SVM, KNN, Logistic Regression, and neural networks for detecting 

heart disease, the accuracy rate for KNN was 86.50% while logistic regression was 83.7% [7]. 

Research on breast cancer using data mining and machine learning has been carried out by 

Higa using a Decision Tree and Artificial Neural Network, the two algorithms successfully 

classify more than 92% of cases correctly in 10 trials. However, the Neural Network algorithm 

has an average level of predictive accuracy that is better (the correct classification rate is up 

to 95.9%) [8]. Research conducted by Derisma also uses a Neural Network with optimization 

using a Genetic Algorithm to obtain an accuracy of 97.24% [9]. 

The purpose of this study is to compare five algorithms, namely Logistic Regression, K 

Neighbors Classifier (KNN), Decision Tree Classifier, Deep Neural Network, Genetic Algorithm. 

Based on these algorithms, it will be determined which algorithm produces a better accuracy 

value. 

2 METHODS 

2.1 Dataset 

The dataset used in this study is Breast Cancer Wisconsin (Diagnostic) Dataset obtained 

from UCI Machine Learning (see https://www.kaggle.com/datasets/uciml/breast-cancer-

wisconsin-data). The dataset consists of 33 features and 569 data. This dataset contains 

patient diagnosis information and the value of breast cancer image computation results. 

Diagnosis consists of two classes, namely benign and malignant. A total of 357 patients were 
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diagnosed as having benign breast cancer and 212 patients were diagnosed as having 

malignant breast cancer. It can be seen if the target has imbalanced data. 

2.2 Classification Algoritma 

2.2.1 Logistic Regression 

Logistic Regression is often used in medical research, especially since this procedure is 

readily available in statistical software packages. Logistic Regression is a statistical model that 

describes the relationship between the qualitative dependent variable and the independent 

variable [10][11][12]. Where µ is the location of the parameter (the midpoint of the curve 

where �(µ)  =  �
�) and 	 is the scale of the parameter, see Equation [1]. 

�(
)  =  �
� � �(�µ) �⁄   (1) 

2.2.2 K Neighbors Classifier (KNN) 

KNN clusters each test sample based on the nearest neighbor k value. The cluster whose 

center has the minimum distance from the test sample is selected as the appropriate reduced 

training dataset [13][14]. The quality of the KNN classification depends on how well the 

closest neighbors are found. The chances of finding the exact k nearest neighbors also depend 

on how well the large dataset has been trimmed. There are two functions in determining the 

closest neighbor distance between them, see Equation [2] and Equation [3]. 

Euclidean: 

�(
, �)  =  �∑ (
�  −  ��)�����   (2) 

Manhattan:  

�(
, �) ∑ |
�  −  ��|����   (3) 

2.2.3 Decision Tree Classifier 

Decision Tree is a machine learning algorithm where each decision is described as a node 

[15][16]. Each decision tree is built on several branches and nodes. Each node represents a 

feature in the category to be classified and each subset defines a value that can be taken by 

the node. The way this algorithm works is by comparing the numerical features with the 

threshold values in each test. Roots, branches, and nodes in the decision tree are determined 

by the entropy value and the gini index value, see Equation [4] and Equation [5]. 

�������(�)  =  −  �(!|�) "�#��(!|�)
$ % �

� � �
 (4) 

&!�!(�)  =  1 −   (�(!|�)�
$ % �

� � *
 (5) 

2.2.4 Deep Neural Network 

Deep Neural Network (DNN) is one of the Deep Learning algorithms which is inspired by 

the human nervous system. Like the human brain, the DNN has neurons that are 
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interconnected with each other. Deep Learning consists of several layers such as input layer, 

hidden layer, and output layer [17][18]. This algorithm consists of 2 stages, namely Forward 

Pass and Backward Pass. Forward pass is the stage where the input data will pass through 

each neuron at each layer, starting from the input layer to the output layer. At this stage, the 

error value will be calculated, see Equation (6) and Equation (7). 

���+  =   ,+�
� + .+
/

�
 (6) 

ℎ+  =  12���+3  =  45
20, ���+3 (7) 

Second, there is the Backward Pass, which is the stage where the weight and bias values 

will be updated using the error values that have been obtained at the Forward pass stage. 

2.2.5 Genetic Algorithm 

Genetic Algorithm (GA) or in Indonesian it is called Genetic Algorithm is one of the 

algorithms whose way of working is inspired by Darwin's Theory of Evolution. GA population-

based algorithm. Each solution corresponds to a chromosome and each parameter represents 

a gene [19][20]. 

2.3 Confusion Matrix 

Measurement of the classification model can be seen through the confusion matrix. The 

confusion matrix is a special table that visualizes the performance of the classification 

algorithm. The confusion matrix table can be seen in Table 1. 

Table 1. Confusion Matrix. 

Prediction 
Actual 

Positive Negative Total 

Positive TP FP TP + FP 

Negative FN FN FN + TN 

Total TP + FN FP + TN TP + FP + FN + TN 

From the confusion matrix, model accuracy can be obtained. Accuracy is the most 

frequently used indicator to measure the classification performance of a model [21]. Model 

accuracy can be obtained through the Equation [8]: 

5778�5�!�� =  9: +  9;
(9: +  <: +  9; +  <;) (8) 

 

Where, 

TP: True Positive, positive is classified as positive 

TN: True Negative, negative is classified as negative 

FP: False Positive, negative is classified as positive 

FN: False Negative, positive is classified as negative 
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3 RESULTS AND DISCUSSION 
 

Comparison of the accuracy of each of the algorithms, as follows in Table 2.: 

Table 2. Accuracy comparison 

Model  Accuracy 

Logistic Regression  0.96 

K Neighbors Classifier (KNN)  0.94 

Decision Tree Classifier  0.92 

Deep Neural Network  0.96 

Genetic Algorithm  0.96 

The computing process for each model uses Google Collab. Tests are carried out by 

comparing simple machine learning algorithms with deep learning algorithms. Simple 

machine learning algorithms include Logistic Regression, KNN, and Decision Tree. The test 

results show that the Logistic Regression model has a training accuracy value of 98% and a 

testing accuracy value of 95% as shown in Figure 1. Matrix evaluation shows that this model 

has an accuracy of 96% with a precision value of 97%, a recall of 92%, and an f1-score of 94% 

for patients diagnosed with breast cancer. 

 

Figure 1. Logistic Regression model result. 
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The K Neighbors Classifier (KNN) model has a training accuracy value of 96% and a testing 

accuracy value of 93% as shown in Figure 2. Matrix evaluation shows that this model has an 

accuracy of 94% with a precision value of 95%, a recall of 87%, and an f1-score of 91% for 

patients diagnosed with breast cancer. 

 

Figure 2. K Neighbors Classifier (KNN) model result. 

The Decision Tree Classifier model has a training accuracy value of 96% and a testing 

accuracy value of 92% as shown in Figure 3. Matrix evaluation shows that this model has an 

accuracy of 92% with a precision value of 87%, a recall of 94%, and an f1-score of 90% for 

patients diagnosed with breast cancer. 

 

Figure 3. Decision Tree Classifier model result. 

Furthermore, for algorithms based on deep learning, there are Deep Neural Networks 

(DNN) and Genetic Algorithm (GA). The DNN algorithm uses 5 layers where 2 of them are 

input and output layers and the other 3 are hidden layers. ReLU is used for the activation 

function in each hidden layer. In addition, the output layer uses the sigmoid activation 

function because the dataset is a binary class. The comparison between the train size and the 

test size is 7:3. The training process was carried out for 100 epochs with Adam as the 

optimizer. 
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The results show that the DNN model has an accuracy value of 96% with a precision value 

of 90%, 98% recall, and 94% f1-score for patients diagnosed with breast cancer as shown in 

Figure 4., Figure 5., and Figure 6. 

 

Figure 4. Deep Neural Networks (DNN) model result. 

 

Figure 5. Graph of the accuracy of the Deep Neural Networks (DNN) model. 
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Figure 6. Graph of the loss of the Deep Neural Networks (DNN) model. 

In the Genetic Algorithm, the existing data will first be classified using the MLP Classifier 

and Decision Tree algorithms. The classification results show that in the MLP classifier, the 

training process has an accuracy value of 89% and 90% in model testing. Whereas in the 

Decision Tree algorithm, the training process has an accuracy value of 100% and 94% when 

testing the model. After doing the classification, then implement the GA. The specified 

population size is 100, meaning that the generation to be used is half of the population, 

namely 50. After retraining, it was found that when adding GA as the optimizer of MLP and 

Decision Tree, the accuracy rate will increase to 96%. 

4 CONCLUSION 

 

The conclusions obtained in this study are that 5 (five) algorithms are used, namely logistic 

regression, KNN, Decision tree classifier, deep neural network, and genetic algorithm using 

the Breast Cancer Wisconsin (Diagnostic) Dataset obtained from UCI Machine Learning. The 

research results obtained that deep learning classification algorithms have a tendency to 

obtain high accuracy. The deep learning algorithms in question are deep neural networks and 

multilayer perceptron-genetic algorithms which get 96% accuracy. Meanwhile, the machine 

learning algorithm that has the highest accuracy is the logistic regression algorithm, which is 

96%, then KNN with 94%, and decision tree classifier with 92%. 
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