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A B S T R A C T   A R T I C L E   I N F O 

Mobile is a communication tool with capabilities such as 
computers that are easy to carry anywhere with various 
functions for human life. Mobile phones certainly have quite 
interesting trends, such as the emergence of models, types, 
and brands, which vary. This study aimed to determine the 
prediction of mobile phone ratings based on various criteria 
using the SVM method. These criteria include price, camera, 
internal memory, storage, color, etc. The regression type gets 
predictive results from the SVM model, where values are 
adjusted to the model. Although the accuracy is not good, in 
the prediction process the difference is not too far, but 
slightly different. The more you add related features, the 
training accuracy will be better. 
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1. INTRODUCTION 
 

Mobile phones are communication tools with capabilities like computers that are easy to 
carry anywhere with various multifunctions for human life. Mobile phones have features such 
as games, music, camera, video, and social media, which can be used anywhere and anytime. 
Cellphones certainly have interesting trends, such as the emergence of various models, types 
and brands. The criteria for cell phones are seen from the following criteria: brand, model, 
color, internal memory, RAM, rating, selling price and original price. Remember that RAM and 
internal memory are important for a cellphone to get a high rating. 

RAM and internal memory on cellphones, of course have various sizes. RAM is where 
commands or applications on the cellphone run, where all applications will run on it. RAM 
and internal memory are very influential on cellphones because RAM can help the cellphone 
run several applications simultaneously. In contrast, if full, internal memory is a storage area 
that will slow down the performance of the cellphone. Therefore, the role of RAM and internal 
memory is important in a cellphone. 

RAM and internal memory on a cellphone sometimes also affect the price of a cellphone. 
The higher the RAM and the larger the internal memory, the higher the cellphone price. 
However, it will not always be like that; it also involves other criteria for a cellphone. These 
criteria include price, internal memory, camera and battery capacity. These criteria will 
provide the public's assessment of a cellphone, generally called a rating. 

The SVM algorithm model is an algorithm from the classification method that can produce 
a learning process in a classification problem, which is translated as an effort to find a 
hyperplane line to separate the two groups (Darmawan, Kustian, & Rahayu, 2018). The SVM 
model used is Regression Analysis. Regression analysis is a statistical process for estimating 
the relationship between a dependent or criterion variable and one or more independent 
variables or predictors (Ghorakavi, 2021). Based on the Journal "Choosing Mobile Phones with 
Conjoint Analysis based on Preferences of High School Students in Bekasi Regency for Online 
Schools" written by Feri Prasetyo, Agus Dendi Rachmatsyah, Wahyu Tisno Atmojo, obtained 
from 60 respondents with a price perception of 28.112% in first place then RAM 19.931% 
Then the camera is 16.972%. Thus, this research aims to determine cellphone rating 
predictions based on various criteria using the SVM method. 

2. METHODS 
 

The method used in this research was based on the application created. This application 
can predict cellphone ratings based on various criteria, which uses the Support Vector 
Machine (SVM) Regression model. The flow of research carried out consists of several stages, 
namely as shown in the Figure 1. 
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Figure 1. Research Method 

 

Starting from obtaining data, then exploring the data, and then the data goes through the 
data pre-processing stage. After that, the data is visualized in comparison to obtain modeling 
and data accuracy. Of course, during the modeling process and obtaining data accuracy, 
training data and testing data are needed. So that, in the end, it produces a predicted value 
output. 

 
3. RESULTS AND DISCUSSION 
 

 
Figure 2. Number of Datasets 

 
Exploratory Data Analysis (EDA) is needed to analyze existing data in Figure 2. Exploratory 

data analysis (EDA) is a strategy for analyzing data to find hidden information that can provide 
new insights for a basis for decision-making (Wahyuni, E. D., Arifiyanti, A. A. and Kustyani, M., 
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2019). Exploratory Data Analysis is an initial investigative testing process that aims to identify 
patterns, find anomalies, test hypotheses and check assumptions. By carrying out EDA, users 
will be greatly helped in detecting errors from the start, you can identify outliers, know the 
relationship between data, and explore important factors from the data (Khasanah, 2020). 

 

 

Figure 3. Correlation of Data 

As the picture shows in Figure 3, a comparative relationship exists between one feature 
and another. These features are the criteria that influence cell phone rating predictions. 
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Figure 4. Rating value and the total number 

Figure 4 shows the relationship between the rating value and the total number, with the 
highest rating in the range of 4.0 - 4.5. The boxplot displayed in Figure 5 shows that some cell 
phones, in terms of ratings, still have many outliers. 

 

 

Figure 5. Outliers of Ratings 

 

Based on the EDA that was obtained, the research was carried out using the SVM method with 
initial results as shown in Figure 6. 
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Figure 6. Initial Result SVM Method. 

 

Figure 6 shows the k value selected with a training accuracy of 35% and a test accuracy 
of 43%. This means that the test accuracy value is higher than the training accuracy. This data 
also shows that the more criteria, such as memory, storage, etc., are included, the higher the 
training accuracy will be. Therefore, other features were added to increase accuracy. 

After adding new features to the calculation, the k value and training accuracy are 
obtained as in Figure 7. 

 

 

Figure 7. Training Accuracy 
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Figure 7 shows the k value selected with a training accuracy of 48% and a test accuracy 
of 53%. This means that the test accuracy value is higher than the training accuracy. Because 
the accuracy has increased, SVM fitting was carried out on the new data, with a training 
accuracy of 49% and a test accuracy of 52%. However, after adding more criteria to 7 criteria, 
the training accuracy reached its maximum point at the 6th criterion, while at the 7th criterion 
it decreased. Therefore, the 7th criterion, namely the color criterion, has been removed so 
that the criterion remains 6. 

Because the test accuracy value decreases, we immediately proceed to SVM prediction 
with the SVM test value, namely the training target data. So, we get the top 10 SVM test 
results. The prediction results obtained are as follows 

 

 

Figure 8. Prediction Result 

 

The table shows the rating prediction results. For example, in the Actual Rating, the rating 
value is 4.3, while the Predicted Rating shows a value of 4.249117. This means that the 
predicted value is not completely accurate because the predicted value is almost close to the 
actual value but has not yet reached the same value. 

4. CONCLUSION 
 

From the model created, conclusions can be drawn from the regression type SVM model 
to get prediction results, where values are adjusted into the model. The actual value is 4.3, 
but the predicted value is 4.2, which means that this prediction is only close to the actual 
value and does not exactly match the actual value. Even though the accuracy is not good, in 
the prediction process the difference is not too big, but slightly different. Because the furthest 
difference is only 0.3, apart from that, the more related features you add, the better the 
training accuracy will be. 
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